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ABSTRACT 
This paper demonstrate a comparison of Artificial Neural Networking Multilayer 
Perceptron (ANN-MLP) with automatic Exponential Smoothing Algorithm (ETS) and 
Auto Regressive Integrated Moving Average (ARIMA) models for forecasting the key 
weather parameters of Lahore, Pakistan. Models are developed by considering average 
of monthly maximum and minimum temperature, relative humidity, wind-speed and 
amount of precipitation For developing the models, thirty years data (1987-2016) 
comprising are used. ANN-MLP is a mathematical technique and ARIMA and ETS 
are statistical techniques. We divide the thirty years data (1987-2018) data into training 
(1987 till 2016) and test (2017 till 2018) set to ensure the efficiency and reliability of 
all these models along with the performance criteria of the estimates. This paper 
explains in brief how ANN-MLP can be formulated using different learning methods.  
The most appropriate model and network structure are decided according to their 
forecast performance. MAE (Moving Average Error), RMSE (Root-Mean-Square 
error), ME (mean error), MASE (Mean absolute scaled error) indicate that ANN-MLP 
yields better results.  

 
Index item: Weather parameter forecasting, ARIMA, ANN-MLP, automatic ETS, 
forecasting.

 
1. Introduction  

 
Weather expectation plays a vital rule in 
water resource management, nutrition plan, 
farming and all movement designs in the 

nature. The event of delayed dry time 
allocation or critical tempests at the key times 
of the procure headway and improvement 
may incite gigantic sinking in defer. Pakistan 
is a rural country, and economy of Pakistan is 
to a great extent needy on yield profitability. 
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Along these lines precipitation expectation 
turns into a noteworthy factor in agrarian 
nations like Pakistan. Rainfall gauging has 
been a standout amongst the most logically 
and innovatively difficult issues far and wide 
in the only remaining century. Precipitation 
forecast demonstrations includes a blend of 
probabilistic models, perception and 
information of patterns and examples. 
Utilizing these strategies, sensibly exact 
gauges can be made up. A few late research 
contemplates have created precipitation 
expectation consuming different climate and 
atmosphere anticipating procedures. Various 
examinations have been directed about 
precipitation gauging in Pakistan and 
different nations. 
Climate gauging is an essential issue in the 
field of climatology and meteorology 
everywhere throughout the world. A few 
components contribute significantly to 
expand the conjecture accuracy. Several 
efforts have been done to create and improve 
the current time arrangement climate, 
through models by utilizing distinctive 
procedures. 
Atmosphere check systems are among the 
most awesome condition structures. An 
unparalleled measure of data, starting from 
satellites, ground stations and sensors 
arranged around our planet send data each 
day that must be used to foresee the 
atmosphere condition in every one hours all 
around the world. Climate forecasts give 
conjecture for next 24, 48 and 72 hours for 
wide territories (Tektas (2010)). Atmosphere 
guesses give essential information about 
future atmosphere. There are distinctive 
procedures drawn in with atmosphere 
gauging, from respectably clear impression 
of the sky to exceedingly complex 
modernized numerical models. 
 

2. Literature Review 
 

Predicting climate is a great challenge 
among the most troublesome issues over the 
world, in two ways; its real-world 
motivating power in meteorology and 
understood hover ideas for authentic 
research.  

Afsar et al., (2013) examine temperature and 
precipitation instability in Gilgit Bultistan 
region. They used regression and stochastic 
models to demonstrate the anticipation of 
temperature and rainfall.  They observed 
that the precipitation prolonged with rising 
temperature. During 2007 to 2011 a 
reduction in the amount of precipitation is 
observed with rise in the monthly average 
maximum temperature. They found AR(1) 
to be most suitable for forecasting 
temperature. In 2015 Ahmed et al., explored 
change in the pattern of rainfall across 15 
locations in the Swat river, Pakistan over the 
time length of 51 years (1961– 2011). They 
used Mann Kendall and Spearman’s rho 
non-parametric tests to recognize variety of 
patterns in rainfall across stations. Faisal and 
Ghaffar, (2012) worked on Thiessen 
Polygon technique to evaluate area weighted 
rainfall (AWR) of Pakistan of 56 stations for 
50-year duration (1961-2010)  . Month to 
month precipitation documents of fifty six 
stations, storm measures for the season of 
fifty years (1961-2010) had been used and a 
size relationship of normal precipitation 
used to be made by utilizing the Theissen 
Method.  

Yamoah et al., (2016) proposed “SARIMA 
(0,0,0)×[(1,1,1)]12” for forecasting mean 
monthly precipitation for “Brong Ahafo” 
Region of Ghana. Yusof and Kane, (2012) 
suggested “SARIMA (1, 1, 2)(1, 1, 1)12, 
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SARIMA(4, 0, 2)(1, 0, 1)12” along with ETS 
to be adequate models for predicting rainfall 
in Malaysia. They also reported that the 
information for predicting exact readings of 
monthly average rainfall are not adequate. 
Kane (2013) modelled the highest rainfall 
event of Chui Chak in Malaysia for the 
period 01/01/1975-31/12/2008 via 
functional ARIMA amplified with the 
GARCH model.  Autocorrelation was test 
by the Ljung-Box test. The test proves 
ARFIMA-GARCH combine model can 
capture hazardous situation related to 
rainfall.  

Kambezidis et al., (2010) examine the 
spatial distribution of average yearly rainfall 
in Greece for the period (1962– 2002) 
through Kriging interpolation method. They 
also examine the mean monthly rain 
intensity while using 32 meteorological 
stations. They used short-cut Bartlett test of 
homogeneity to analyze the rain time series. 
They find significant negative trend in the 
west sub-regions of Greece and having 
positive trend in the wider area of Athens.  

Sakellariou and Kambezidis (2003) examine 
pattern of annual rainfall in the Athens 
district, Greece. They consider rainfall in 
shorter time intervals (less than a month) as 
they think that considering annual average 
or total may ignore nature and can lead to 
miss any climate signals that occur during 
months or within a month. They found a 
connection in rainfall in a non-linear manner 
with the correlation of variability. 

Menabde and Sivapalan (2000) suggested a 
model that can successfully replicate 
extreme events and scaling behavior through 
‘fattailed’ Levy-stable distribution for 

rainfall time series. They examine the model 
by comparing it with model based on 
gamma distribution and another model 
based on self-similar random cascade. The 
gamma distribution based model 
underestimate whereas, the other self-similar 
model overestimate individual storms. 

Yusof et al., (2013) used a rainfall amount to 
be categorized into seven categories 
(extremely wet to extremely dry) to 
analyzed dry and wet events using data of 
Peninsular Malaysia. The used standardize 
precipitation index (SPI) to model the best 
fitted distribution in representing the 
rainfall. Lognormal distribution is found to 
be best-fitted distribution to the daily rainfall 
in the region, in comparison with Gamma 
and Weibull distributions.  

Zahid and Rasul, (2011) investigated 
extreme temperature events and rainfall of 
Pakistan for the period 1965-2009 to 
calculate the frequency in Pakistan. They 
used F-test to evaluate minimum and 
maximum extreme temperature events in the 
country. They pointed out that these extreme 
events are increasing all over the country. 
For rainfall extreme events they used K-S 
test at 95% confidence interval and 
concluded that due to global warming and 
climate change southern half of Pakistan is 
facing more wet spells. 

Abbot and Marohasy (2012) inspected 
rainfall data including climate indices, 
monthly rainfall and temperature in 
Queensland, Australia. They introduced 
ANN to forecast monthly rainfall in the 
region. They proposed that this prototype 
design have room for improvement. Nayak 
et al., (2013) provides a detailed literature 
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survey of ANN for rainfall forecasting 
carried out by different researchers as they 
found that forecasting through ANN is more 
appropriate than done by traditional 
statistical and numerical methods. Bilgili 
and Sahin (2010) also analyzed ANN to 
predict lasting monthly temperature and 
rainfall for the period 1975-2006 from 76 
stations of Turkey at any point on the basis 
of neighboring stations information. They 
divide 76 measuring stations into training 
and testing sets. The model fitted was 
adequate as the errors are within the 
acceptable limits. 

In this paper we will be going to compare 
automatic ANN-MLP with ARIMA and ETS 
techniques to show superiority of ANN-MLP 
in terms of forecasting and minimum error, 
using weather parameter of Lahore, Pakistan. 
The paper is organized as follows. In the 
above section we describe introduction and 
literature review. In the next section we 
describe material and method used for 
analysis, in Section 3 we discuss result and 
provide discussion on the outcome. Finally, 
in section 4 some concluding remarks are 
given. 
 

3. Data Analysis and Case Study 
Characteristics  

 
In this article, we are using secondary data 
set of monthly averages of minimum 
temperature, maximum temperature, wind 
speed, relative humidity and amount of 
precipitation that are considered as main 
weather parameters of Lahore, Pakistan. The 
data is considered for thirty-year period 
(from 1987 to 2016), obtained from the site 
(www.http://sdwebx.worldbank.org).  We 
divide the data into training and testing sets. 
The first twenty eight years of the selected 
period are used for training (1987-2014), 
while the last two years (2015-2016) will be 

used to verify the forecasting performance 
of the automatic seasonal ARIMA, 
automatic ETS and automatic ANN-MLP. 
This study will helps to determine the 
forecast of main whether parameters. These 
forecasting are useful in atmospheric 
sciences, agriculture science and 
climatology and also can also be use by 
service providing companies to assess 
expected demand in near future.   
 
In Lahore there are mainly two spans of 
rainfall. The first span starts from June and 
end in September. The second span start 
from December and continue till February. 
The highest recorded rainfall with 
1,576.8 millimeters was in 2011(Wikipedia; 
https://en.wikipedia.org/wiki/Climate_of_Lahor
e#cite_note-5) 

Each year maximum temperature reported in 
the month of June in Lahore, with an 
average high temperature exceeding 40 °C 
(104.0 °F). The recorded maximum 
temperature was 48 °C on 9th June 2007. 
The minimum temperature is usually 
observed during January and the July is 
known to be the wettest month of Lahore. 
The minimum ever temperature documented 
is –1°C reported on 13 January 1967. 

 
4. METHODOLOGY 

 
4.1 Automatic Seasonal ARIMA 
In applications purposes, a lot of processes in 
time series can be represent as follows:                            
𝑦𝑦𝑡𝑡−𝑝𝑝, … , 𝑦𝑦𝑡𝑡−2,𝑦𝑦𝑡𝑡−1,𝑦𝑦𝑡𝑡 
For building a forecast the use of techniques 
related to time series, a excellent selection of 
tactics are existing. forecast of time 
collection {y ̂(n)} refers to the challenge of 
finding approximation of succeeding future 
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sample {y ̂(n+1)} based on present and past 
information, i.e. samples y(n), y(n-1). 
  
A non-seasonal processes in time series such 
as ARIMA (r,d,u) process which is given 
by(1 − 𝐵𝐵𝑑𝑑)𝑦𝑦𝑡𝑡 = 𝑙𝑙 + ∅(𝐵𝐵)𝑦𝑦𝑡𝑡 + 𝜃𝜃(𝐵𝐵)𝑧𝑧𝑡𝑡 
Where;  
B is the backshift operator 
{𝑧𝑧𝑡𝑡} is a white noise process its mean and 
variance is “0” and "𝜎𝜎2"  
∅(𝐵𝐵) and 𝜃𝜃(𝐵𝐵) are polynomials of order r 
and u, respectively.   
𝑙𝑙 represents the hidden polynomial of order 
d in the forecast function. 
According to Brockwell and Davis (1991) it 
is assumed that ∅(𝐵𝐵) and 𝜃𝜃(𝐵𝐵) have no 
roots for |𝐵𝐵| < 1 in order to make sure 
regarding causality and invertibility of the 
process.  
The seasonal ARIMA (r,d,u)(𝑅𝑅,𝐷𝐷,𝑈𝑈)𝑠𝑠 
process is given by:(1 − 𝐵𝐵𝑠𝑠)𝐷𝐷(1 − 𝐵𝐵𝑑𝑑)𝑦𝑦𝑡𝑡 =
𝑙𝑙 + 𝜑𝜑(𝐵𝐵𝑠𝑠)∅(𝐵𝐵)𝑦𝑦𝑡𝑡 + 𝜗𝜗(𝐵𝐵𝑠𝑠)𝜃𝜃(𝐵𝐵)𝑧𝑧𝑡𝑡 
Where  
𝜑𝜑(𝐵𝐵𝑠𝑠) and 𝜗𝜗(𝐵𝐵𝑠𝑠) are polynomial of order R 
and U respectively, 
𝑙𝑙 = 0 represents an implicit polynomial of  
order 𝑑𝑑 + 𝐷𝐷 in the forecast function 
Box and Jenkins (1976) mentioned that 
𝜑𝜑(𝐵𝐵𝑠𝑠) and 𝜗𝜗(𝐵𝐵𝑠𝑠) contain no root inside the 
unit circle.  
 
Selecting an appropriate model order is the 
main task in automatic Seasonal ARIMA, 
that is, the values of 𝑟𝑟,𝑢𝑢,𝑅𝑅,𝑈𝑈,𝐷𝐷,𝑑𝑑. If 𝑑𝑑 and 
D are known, information criteria(s) can be 
used to select the order 𝑟𝑟,𝑢𝑢,𝑅𝑅 𝑎𝑎𝑎𝑎𝑑𝑑 𝑈𝑈, for 
example AIC. 
AIC=  −2 log(𝐿𝐿) + 2(𝑟𝑟 + 𝑢𝑢 + 𝑅𝑅 + 𝑈𝑈 + 𝑚𝑚) 
Where; L represents the maximum 
likelihood of the fitted model. 
Hyndman (2008) developed a package 
named “forecast” in R.Gui environment. 
The package provide algorithms for 
automatic univariate time series forecasting 
models. 
 

4.2 Exponential Smoothing State Space 
(ETS) (Error, Trend, Seasonal) 
 
Initially, Pegels (1969) is known for 
defining ETS classification which further 
comprehended and modified by Gardner 
(1985) and Rob Hyndman et al. (2002). 
Table 1 shows methods with all possible 
number of ETS components. The ETS 
model flexibility is defined by its capability 
to grasp trend and seasonal components of 
different traits. Table 2 represents list of all 
possible traits. 
 
Table 1. Possible Number of ETS 
Components 
 
Trend 
Components 

Seasonal Components 
    
No 
(No
ne) 

        
Ad 
(Addi
tive) 

        Mu 
(Multipli
cative) 

No(None) No
No 

NoAd NoMu 

Ad(Additive) Ad
No 

AdAd AdMu 

Ada(Additive 
Damped) 

Ada
No 

AdaA
d 

AdaMu 

Mu(Multiplic
ative) 

Mu
No 

MuA
d 

MuMu 

Mda(Multipl
icative 
Damped) 

Md
aNo 

Mda
Ad 

MdaMu 

 
Table 2. Number Of Possible 
Combination Of ETS model  
 
Model Model Model 
ETS(Mu,M
u,No) 

ETS(Ad,Mu,
Ad) 

ETS(Mu,No
,Mu) 

ETS(Mu,A
d,No) 

ETS(Ad,Md
a,No) 

ETS(Mu,No
,Ad) 

ETS(Mu,A
d,Mu) 

ETS(Ad,Md
a,Mu) 

ETS(Mu,No
,No) 
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ETS(Ad,M
u,No) 

ETS(Ad,No,
Ad) 

ETS(Mu,Ad
,Ad) 

ETS(Ad,No
,No) 

ETS(Mu,Ad
a,Mu) 

ETS(Ad,Ad
a,Mu) 

ETS(Ad,Ad
,Mu) 

ETS(Mu,Ad
a,No) 

ETS(Mu,M
u,Ad) 

ETS(Mu,M
u,Mu) 

ETS(Mu,Md
a,Mu) 

ETS(Ad,Ad
,Ad) 

ETS(Ad,No
,Mu) 

ETS(Ad,Ada
,No) 

ETS(Ad,Ad
a,Ad) 

ETS(Ad,Ad
,No) 

ETS(Mu,Md
a,Ad) 

ETS(Mu,Ad
a,Ad) 

ETS(Ad,M
u,Mu) 

ETS(Mu,Md
a,No) 

ETS(Ad,Md
a,Ad) 

  
 
The package “forecast” by Hyndman (2008) 
in R.Gui, use the following steps to obtain 
relevant automatic ETS forecasting model.   
 

1. Appropriate models (as shows in 
Table 2) are applied to each array, as 
well as optimize the parameters 
(both smoothing parameters and the 
essential state variable) of the model 
for each case.  

2. AIC will decide which model is best 
fitted.  

3. Using the best model, forecast the 
points for as many steps as required 
and obtain the prediction intervals. 

 
4.3 Automatic Artificial Neural Networks 
Multilayers Layers Perceptron (ANN-
MLP) 
     
An ANN algorithm is an interrelated crowd 
of artificial neurons that has a characteristic 
property for putting away experimental 
learning and building it accessible for use. 
The main least complex type of feedforward 
neural system, called perceptron has been 
presented by Rosenblatt in 1957. This 
unique perceptron show restricted just a 
single layer, inputs are encouraged 
straightforwardly to the yield unit by means 

of the weighted associations. In spite of the 
fact that the perceptron at first appeared to 
be encouraging, it was in the long run 
demonstrated that perceptron’s couldn't be 
prepared to perceive numerous classes of 
examples. From that point onward, 
multilayer perceptron (MLP) demonstrate 
was determined in 1960 and bit by bit 
wound up a standout amongst the most 
generally actualized neural system. 
Multilayer perceptron’s implies a feed 
forward connect with at least one layers of 
hubs between the information and yield 
hubs. The MLP conquers numerous 
confinements of the single layer 
perceptron’s, their abilities come from the 
non-straight connections among the hubs 
(Lippmann, 1987).  
 

 
 

Figure 1: Structure Of best fitted ANN-
MLP model, the magenta ones are 
deterministic inputs (shows seasonality in 
this case) While the grey input nodes are 
auto regressions. The figure indicate that the 
resulting network has 5 hidden nodes, it was 
trained 20 times and the different forecasts 
were combine using median operator 
 
A best possible ANN design might be 
considered as the one acquiescent the best 
execution as far as error minimization, while 
holding a basic and smaller structure. There 
are two vital issue regarding the execution 
of ANN. The first is to determining the 
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Networks design and secondly finding the 
optimal qualities for the association loads 
(determination of training algorithm).  In the 
process of identify the network size, an 
inadequate number of hidden nodes cause 
difficulty in learning data. whereas an 
unnecessary number of unseen nodes might 
lead to preventable training time with 
marginal enhancement in training result 
(Zealand et al., 1999). A high number of 
nodes in unseen layer tend the memorization 
of network, instead of learning and 
simplification, and it leads to the difficulty 
of local minima. On the other hand, increase 
the unseen nodes will help to adjust to larger 
rise and fall of objective function and allow 
the model to think the presence of 
volatilities in the given data. Such as trends 
and seasonal discrepancy frequently become 
visible a lot with rainfall and others weather 
parameters predictions. There is in fact no 
precise rule to decide the appropriate 
number of unseen nodes. The modeling 
framework for automatic artificial Neural 
Network time series forecasting models, 
which is improved learning method for 
multilayers perceptron (Nikolaos 
Kourentzes, 2014). The Multi-Layer 
Perceptron with one hidden layer is 
extensively used for the forecast in most 
studies on time series modeling (Howard 
and Mark,2000). It has been proven that 
neural network with one hidden layer are 
clever to provide a good approximation for 
any model (Battiti,1992). 

The nnfor package for R facilitates time 
series forecasting with Multilayer 
Perceptrons (MLP). It  does not support 
deep learning, though the plan is to extend 
this to this direction in the near future. 

Currently, it relies on the available package 
in R, namely neuralnet, which gives all the 
machinery to train MLPs. Training of MLPs 
is written within the nnfor package. Note 
that since neuralnet cannot tap on GPU 
processing, large networks tend to be very 
slow to train. nnfor differs from existing 
neural network implementations for R in 
that it provides code to automatically design 
networks with reasonable forecasting 
performance, but also provide in-depth 
control to the experienced user. The 
automatic specification is designed with 
parsimony in mind. This increases the 
robustness of the resulting networks, but 
also helps reduce the training time.(Nikolaos 
Kourentzes, 2014) 
 
 
4.4 Forecast Performance  
 
For the evaluation of the forecast 
performance for different model, four 
dissimilar forecast performance measures 
are apply. The primary is mean error (ME), 
which is describe as 
mean = |𝑒𝑒𝑖𝑖|  , where 𝑒𝑒𝑖𝑖 is the forecast 
error; 𝑒𝑒𝑖𝑖 = 𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤�  
The second measure for performance 
comparison is the mean absolute error 
(MAE), which is described as  
MAE =  1

𝑁𝑁
∑ |𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤� |𝑁𝑁
𝑖𝑖=1  

The third is the root mean absolute scaled 
error (MASE), which can be presented as for 
a seasonal time series,  

MASE= 1
𝑁𝑁
∑ � |𝑒𝑒𝑡𝑡|

1
𝑇𝑇−𝑚𝑚∑ |𝑦𝑦𝑡𝑡−𝑦𝑦𝑡𝑡−𝑚𝑚|𝑁𝑁

𝑖𝑖=𝑚𝑚+1
�𝑇𝑇

𝑡𝑡=1  

 
The fourth is the root mean squared error 
(RMSE), which can be presented as 

RMSE = �1
𝑁𝑁
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤�)2𝑁𝑁
𝑖𝑖=1  
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where N is the number of data points 
available in given data sets which is 900 in 
our case,𝑦𝑦𝑖𝑖 and 𝑦𝑦�𝑖𝑖 stand for the real and 
forecasting values correspondingly. MAE, 
MAPE and RMSE are estimates of the 
forecasting error of the model. 
 

5. Results: 
 
This section presents the results of ARIMA, 
ETS, and ANN-MLP for forecasting 
important weather parameters. For selecting 
best forecasting model for individual 
weather parameters, we consider the data 
from 1987 to 2016. Figures 2,3,4,5 and 6 
represent the average on monthly basis 
significant weather parameters plots of 
different series which illustrate an obvious 
regular seasonality from 1987 to 2016. 
These figures also depicts five year (2017-
2021) forecasted values (bold lines with 
shaded intervals), obtained through all three 
methods, of monthly average minimum and 
maximum temperature, relative humidity, 
wind speed and amount of precipitation.   

Figure 2: Plot of monthly average minimum 
temperature in Lahore, Pakistan during 
1987-2016 along with 5 year forecast values 
obtained through (a) ARIMA (b) ETS 
(A,N,A) (c) ANN-MLP whereas, (d) 
represent the comparison plot of testing 
actual and forecasted values of minimum 
temperature for year 2017 from ARIMA, 
ETS and ANN-MLP. 

 

 

 

 

Figure 3: : Plot of monthly average 
maximum temperature in Lahore, Pakistan 
during 1987-2016 along with 5 year forecast 
values obtained through (a) ARIMA (b) ETS 
(A,N,A) (c) ANN-MLP whereas, (d) 
represent the comparison plot of testing 
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actual and forecasted values of maximum 
temperature for year 2017 from ARIMA, 
ETS and ANN-MLP. 

 

 

 

 

 

Figure 4: : Plot of monthly average relative 
humidity in Lahore, Pakistan during 1987-
2016 along with 5 year forecast values 
obtained through (a) ARIMA (b) ETS 
(A,N,A) (c) ANN-MLP whereas, (d) 
represent the comparison plot of testing 
actual and forecasted values of relative 
humidity for year 2017 from ARIMA, ETS 
and ANN-MLP. 

 

 

 

 

Figure 5: : Plot of monthly average wind 
speed in Lahore, Pakistan during 1987-2016 
along with 5 year forecast values obtained 
through (a) ARIMA (b) ETS (A,N,A) (c) 
ANN-MLP whereas, (d) represent the 
comparison plot of testing actual and 
forecasted values of wind speed for year 
2017 from ARIMA, ETS and ANN-MLP. 
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Figure 6: Plot of monthly average amount of 
precipitation in Lahore, Pakistan during 
1987-2016 along with 5 year forecast values 
obtained through (a) ARIMA (b) ETS 
(A,N,A) (c) ANN-MLP whereas, (d) 
represent the comparison plot of testing 
actual and forecasted values of amount of 
precipitation for year 2017 from ARIMA, 
ETS and ANN-MLP. 

 

 

 

 

Table 3: Best Fitted ARIMA model for weather Parameters of Lahore, Pakistan 

Model Parameter
s 

Values P-Value 95% Confidence 
Interval 

Maximum Temperature 
ARIMA(2,0,3)(2,1,2) [12] 

ar1 0.3133 0.00 -0.5438 1.1703 
ar2 0.6685 0.00 -0.3067 1.643376 
ma1 -0.0853 0.00 -0.9387 0.76813 
ma2 -0.6087 0.00 -1.4678 0.2504 
ma3 -0.0988 0.00 -0.5228 0.32519 
sar1 -0.0988 0.00 -0.5228 0.32519 
sar2 -0.0980 0.00 -0.4268 0.25418 
sma1 -0.0778 0.00 -0.21615 0.605 
sma2 -0.8634 0.00 -0.96043 -0.7663 

Minimum temperature 
ARIMA(1,0,2)(1,1,2)[12] 

ar1 0.9874 0.00 0.9616 1.0131 
ma1 -0.6853 0.00 -0.7969 -0.5737 
ma2 -0.2034 0.00 -0.3122 -0.095 
sar1 -0.42844 0.00 -1.0234 0.0546 
sma1 -0.4376 0.00 -0.9956 0.16782 
sma2 -0.3145 0.00 -0.7969 0.16782 

Relative humidity 
ARIMA(1,0,1)(1,1,0)[12] 

ar1 0.2433 0.00 0.1377 0.3488 
ma1 -0.0853 0.00 -0.9387 0.76813 
sar1 -0.5143 0.00 -0.6097 -0.418 

Wind speed 
ARIMA(1,0,1)(1,1,2)[12] 

ar1 0.8246 0.00 0.693723 0.9555 
ma1 -0.5389 0.00 -0.7334 0.3444 
sar1 0.1799 0.00 -1.9355 2.2952 
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sma1 -0.9672 0.00 -3.0944 1.1599 
sma2 0.1023 0.00 -1.6545 1.85909 

Amount of precipitation 
ARIMA(1,0,0)(1,1,0)[12] 

ar1 0.4429 0.00 0.33202 0.5537 
sar1 0.2577 0.00 0.142039 0.3734 

 
In the study of Seasonal ARIMA and ETS 
model parameter estimates obtained by 
Maximum Likelihood (ML) method. The 
ML method as best approach for estimating 
the model parameters. The best fitted 
automatic ARIMA models for seasonal 
forecasting along with the estimates of 
significant model parameters (p-value < 
0.05), and also along with 95% interval 
estimates of the parameters are shown in 
Table 3.  
 

The best fitted ARIMA models for of 
monthly average minimum and maximum 
temperature, relative humidity, wind speed 
and amount of precipitation is presented in 
Table 3. The Seasonal ARIMA(2,0,3)(2,1,2) 
[12] found the best model for maximum 
temperature time series, there are two 
significant (p-value<0.05)  AR term and also 
three significant moving average term 
including first order seasonal differencing. 
In case of minimum temperature the 
seasonal ARIMA (1,0,2)(1,1,2)[12] found 
the best model  

Table 4:  Forecasting performance of different models using ME, RMSE, MAE and MASE of 
monthly average minimum and maximum temperature, relative humidity, wind speed and 
amount of precipitation. 

 

For monthly average wind speed, there are 
one significant AR and two significant MA 
term also including first order seasonal 
difference. Whereas, the first order seasonal 
difference and one AR is enough to model 
average monthly rainfall.   

Table 4 gives the forecast for important 
weather parameters from 2017-2021. 
According to Table 4 the ANN-MLP models 
in studying all variables have effectively 
learned and predict the forecast with 
minimum error as compared to ETS and 
ARIMA. ANN-MLP have emerged as an 

important tool for forecasting weather 
parameters and has gained a great popularity 
in time-series prediction because of its 
simplicity and reliability.  
 

6. Conclusion 

In this research, a study of the climates 
parameters of Lahore city has been 
discussed using three different methods of 
time series, using automatic ARIMA, ETS 
and MLP. These methods are useful tools 
and make it better to understand the analysis 
and plays an important role in the field. We 

Automatic SETS ANN-MLP Automatic SETS ANN-MLP Automatic SETS ANN-MLP Automatic SETS ANN-MLP

Maximum Temperature -0.1533 -0.0711 0.0033 1.1541 1.5171 0.7341 1.1442 1.1831 0.5581565 0.71486 0.7397 0.35135
Minimum Temperature -0.013429 -0.010673 0.004775 1.049144 1.0678 0.6676961 0.824141 0.8521706 0.5191262 0.69051 0.713998 0.4369092
Relative Humidity 0.0208187 0.357369 -0.00867 7.213378 6.240662 2.64244 5.595414 4.966311 1.980541 0.81296 0.7215626 0.2860884
Wind Speed 0.3971777 0.0163119 0.0077084 0.5867138 0.5928702 0.232421 0.4581693 0.4826857 0.1747896 0.726968 1.4362936 1.45135
Amount Of Precipitation 0.4433138 0.7961404 0.2727724 64.51905 58.17959 25.19354 39.98838 33.05384 17.26252 0.8924748 0.7377072 0.4045448

ME RMSE MAE MASEIJSER
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are focusing on the comparison of these 
three models fitting for the prediction of 
different climate parameters such as 
Maximum Temperature, Minimum 
temperature, humidity, precipitation and 
wind speed. The used methods are check on 
the long range of climate parameters which 
predictions can be recognize for the Punjab 
region and illustrate a reasonable 
performance and forecasting accuracy. The 
comparison is done through the values of 
ME, RMSE, MAE and MAPE. Our research 
has shown that the best results has been 
obtained by the fitting of ANN-MLP model, 
which has the lowest ME, RMSE,MAE and 
MAPE values for the climate parameters. 

The parameters obtained by the ANN-MLP 
model has significance, which shows that 
the data forecasted through the model shows 
more reliable and near to the current values. 
Compared to the ARIMA, and ETS the 
ANN-MLP can more efficiently capture 
dynamic behavior of the important weather 
parameters, resulting in a more compact and 
natural internal representation of the 
sequential information contained in the 
weather summary. 

 

 

Table 4: Average Monthly 5 years forecasts for important wheather parameters obtained from 
Automatic Seasonal  (ARIMA), Exponential Smoothing State Space algorithm (ETS) and 
Artificial Neural Network Multilayer Perceptron. (ANN-MLP) IJSER
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